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A B S T R A C T  A R T I C L E I N F O  
Large Language Models have garnered significant attention from 

companies, universities, and research groups in recent times, driven by 

the abundance of data available for their training. However, little evidence 

has been conducted in the field of education, leaving a huge gap that needs 

to be filled. Therefore, the purpose of this article is to provide an overview 

of the use of new areas of artificial intelligence in the field of education. 

We use the PRISMA method to analyze the relevant contents in detail to 

gather data, covering articles collected in the contemporary period 

between January 2019 and 2024. Results from 54 reviewed publications 

indicated that trends of utilizing LLMs in education have increased 

significantly since 2022 and arXiv preprint is the most common repository 

for declaring researchers’ ideas. The application of LLMs can support the 

achievement of learning objectives, enhance the quality and accuracy of 

assessments, and contribute to improving the educational environment as 

well as the practical application of various subjects. Seven limitations are 

identified and discussed, opening several avenues for future research 

agenda.  
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INTRODUCTION 

 

Large Language Models are a type of complex deep learning AI, built by training on huge amounts of data. The basic 

convolutional set is a set of neural networks that have an encoder and a decoder with self-focusing capabilities. 

Encoders and decoders extract meaning from a string of text and understand the relationships between words and 

phrases within it. LLMs are capable of unsupervised training, although the main explanation More precisely, the 

converter performs self-learning. Through this process, the transducer learns to understand grammar, language, and 

basic knowledge. This allows data scientists to use GPUs to train transformer-based LLMs, significantly reducing 

training time. 

 

 This article aims to analyze the overview of the use of large language models in learning, practical practice 

within the scope of education. Education plays an important role in the development and progress of human 

society(Gan et al., 2023). The use of large language models in education is an advanced approach that helps realize 

personalized learning goals, supports effective assessment, and enhances learning and practice experiences. Since 

universities already have harsh penalties in place to punish plagiarism in other ways, it is natural to extend them to 

LLMs (Milano et al., 2023). 

 

 To solve the above problems, research groups and scientists have raised and presented the use of LLM in 

education offers many potentials and opportunities, but also requires careful preparation to overcome the existing 

difficulties and challenges. This is shown through many general and applied research articles related to LLMs in the 

field of education such as: Author Enkelejda Kasneci and research team, 2023 analyze the discussion of large 

language models and point out their prominence in the field of education (Kasneci et al., 2023), "Paraphrasing with 

large language models"(Witteveen & Andrews, 2019); Jeon and Lee (2023) provided a discussion analysis of 

teachers’ use of LLM and its importance  (Jeon & Lee, 2023); LLM in all areas, further research is needed to 

apply(Nguyen* and Nguyen 2024) . 

 

 In 2024, The use of Large Language Models in the scope of education quality improvement, higher education, 

general education continues to expand and adapt, reflecting both advancements in AI capabilities and a growing 

recognition of the need for thoughtful integration in educational settings. Newer LLMs, such as GPT-4, Phi-3 meets 

law (Khanh* et al. 2024) and other proprietary models, are now even more accessible and versatile, providing 

significant support in areas like personalized learning pathways, adaptive feedback, and student engagement. For 

instance, these models can analyze students’ progress in real-time, identify areas of struggle, and suggest tailored 

resources, fostering a more customized learning experience. 

 

 Therefore, this article aims to solve the above problem by analyzing bibliographies of scientific articles on 

the use of LLMs in the field of education: 

 

Question 1: How does the number of articles published between 2019 and 2024 relate to the use of LLM in education? 

Question 2: What keywords appear most frequently in the journal and conference database? 

Question 3: What are the most important research topics in the use of LLMs in the field of education? 

Question 4: What are the gaps and areas for future research? 

Answering the above research questions will help agencies in the field of education, universities and education 

systems gain basic perspectives to approach LLMs in the field of higher education learn. New researchers can find 

new future research directions through research gaps. 

 

OBJECTIVES OF THE STUDY  

This article aims to comprehensively evaluate LLMs (Language Model Models) in education and higher education. 

By reviewing relevant literature, we intend to shed light on the utilization and research trends of LLMs in educational 

contexts, with a focus on identifying future research directions. 
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The specific objectives of this study include: 

 

1. Providing an overview of how LLMs are used in education, including an examination of pertinent 

publications. 

 2. Analyzing the themes, keywords, and publication timelines of LLMs research in the field of education. 

 3. Identifying the necessary modes and operational processes of LLMs within educational settings. 

 

 Our ultimate goal is to equip researchers with a foundational understanding of data analysis related to LLMs 

in within the scope of education, enabling them to shape and guide future research efforts. 

 

MATERIALS AND METHODS 

 

This study applied bibliometric analysis to evaluate the selected articles. Quantitative bibliometrics is understood as 

a field of library science that focuses on the application of mathematical and statistical analysis methods to 

bibliographic research, as well as performing numerical analyses of books, articles, and other types of publications. 

Bibliometric analysis has become a popular tool for quantitative evaluation of scientific research, which not only 

helps to determine the importance and influence of each research work but also evaluates the development and trends 

of research fields. The applied methods include publication volume analysis, author contribution analysis, co-

authorship network analysis and keyword analysis. Using software such as VOSviewer, Microsoft Excel to support, 

the study identified prominent publication trends, collaborative relationships between authors and major research 

topics. 

 

 The article employs the PRISMA methodology for its research approach (Haddaway et al. 2022). In 2009, 

this method was published, to help reviewers evaluate what other authors did, and what they studied and published 

(Page et al. 2021). It offers a structured framework for conducting systematic and transparent analyses of scientific 

literature, aiding researchers in assessing the credibility of studies prior to integrating them into their own research 

endeavors. There are numerous of review paper was conducted by using this methodology. 

 

 The PRISMA methodology is a widely used scientific research method in systematic reviews and qualitative 

data analysis. The standard steps and guidelines in the PRISMA methodology include defining the research question, 

searching for relevant studies, selecting appropriate studies for analysis, drawing conclusions and synthesizing the 

selected studies, assessing the quality of the studies, and drawing conclusions. These steps are useful for systematic 

reviews of systematic reviews, literature analysis, and documents. 

 

Search sources  

 

 The study primarily utilized Web of Science and Google Scholar as its primary data collection tool. Web of 

Science is a comprehensive, multidisciplinary research platform that provides access to a vast array of academic and 

scholarly resources. Web of Science, originally developed by the Institute for Scientific Information (ISI) and now 

maintained by Clarivate Analytics, is primarily known for indexing scholarly journals, conference proceedings, and 

patents across a variety of disciplines, including the natural sciences, social sciences…. Google Scholar provides 

versatile search features, enabling access to digital articles and documents online. This versatility not only facilitates 

swift data collection but also ensures a broad range of data sources, thereby enhancing the comprehensiveness of the 

study's evaluation and synthesis of information gathered from various outlets on WoS and Google Scholar. 

 

Search criteria  

 

 The author selects articles for general analysis from journal and conference databases. Article selection 

criteria: i) Search terms: at least one term related to Large Language Models in Education appears in the article 

title; 
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ii) The term “Large Language Models in Education”. The time to collect article data is from October 2019 to 

October 2024 since the 5-year time range is very common for a review paper. As a result, there are 54 articles that 

meet the requirements for inclusion in the analysis. 

 

Conditions for including articles in analysis 

 

To be included in the final analysis and evaluation, articles must fulfill additional requirements outlined as follows:  

  

 • Time: Articles must have been published from 2019 to the present.  

 • Language: Articles must be written in English.  

 • Accessibility: Full-text access to the article is required.  

 

Articles failing to meet any of the following criteria will be excluded from the list:  

  

 • The article is not written in English.  

 • Articles published prior to 2019.  

 • The article pertains to artificial intelligence but not to education.  

 • The document is not an article (e.g., book, thesis, poster, introductory page, etc.). 

 

 Fig. 1 Diagram showing the movement of information through the different stages of a systematic review 

rocess utilizing the PRISMA method. Initially, 1610 records were identified through searches in Web of Science and 

Google Scholar. Subsequently, 1345 duplicate articles, those not classified as articles, those not in English language, 

and those unrelated to educaiton were removed. A total of 275 records were screened. Articles excluded based on 

exclusion criteria with review topic, abstract (158 records). The screening process led to 117 reports being selected 

for detailed assessment. However, 32 reports were not retrieved (e.g., due to access issues or missing documents). Of 

the 85 reports assessed for eligibility, 31 were excluded. Ultimately, 54 papers were included in this study for 

evaluation and analysis. 

 

 
 

Fig. 1. Diagram showing the movement of information through the different stages of a systematic review 
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RESULTS AND DISCUSSION 

 

How does the number of articles published between 2019 and 2024 relate to the use of LLM in education? 

 

 Fig. 2 presents an overview of publication trends on the use of Large Language Models (LLMs) in education 

from 2019 to 2024. A total of 54 articles were reviewed, showing a steady increase in publications over time. Between 

2019 and 2022, the annual number of articles in this area was relatively low, with fewer than seven articles each year. 

However, 2023 marked a significant rise, with 29 articles associated with relevant keywords. This upward trend 

continued into 2024, with 19 articles identified. 

 

 Trends in LLM-related search terms from 2019 to 2024 include: 

 

 
 

Fig. 2. Number of articles and publications published by year from 2019 to 2024 

 

Table 1. Data table of articles published in the field of analytical articles 

 

Journal source Number of 

articles 

Web of Science(Alshaikh, Al-Malki, and Almasre 2024; Benitez et al. 2024; Claman 

and Sezgin 2024; Diab Idris, Feng, and Dyo 2024; Gao, Wang, and Wang 2024; 

Guettala et al. 2024; Hennekeuser et al. 2024; Huang, Guo, and Zhang 2024; Jafari 

2024; Jost, Taneski, and Karakatic 2024; Kang et al. 2024; Kyrpa et al. 2024; Lang et 

al. 2024; Luo and Yang 2024; Pan and Ni 2024; Pelaez-Sanchez, Velarde-Camaqui, 

and Glasserman-Morales 2024; Rajashekar et al. 2024; Ray 2024; Sun et al. 2024) 

19 

arXiv preprint(Caines et al., 2023; Choi et al., 2023; Hicke et al., 2023; Krupp et al., 

2023; C. Li et al., 2023; Q. Li et al., 2023; Nguyen et al., 2023; Savelka et al., 2023; 

Tamkin et al., 2021; Witteveen & Andrews, 2019; Yan et al., 2023; Zhao et al., 2023) 

12 

International Conference on Artificial Intelligence in Education(Moore et al., 2023; 

Wang et al., 2022) 

2 

IEEE(Gan et al., 2023) 1 

Authorea Preprints(Hadi et al., 2023) 1 

BioData Mining(Meyer et al., 2023) 1 

Computer(Ahmad et al., 2023) 1 
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Didactica Danubiensis(Morosanu et al., 2023) 1 

Education for Chemical Engineers(Tsai et al., 2023) 1 

Educational Dimension(Hamaniuk, 2021) 1 

Int. J. Mod. Educ. Comput. Sci(Dao & Le, 2023) 1 

JMIR Medical Education(Safranek et al., 2023) 1 

Learning and individual differences(Kasneci et al., 2023) 1 

Nature Machine Intelligence(Milano et al., 2023) 

Nature Reviews Psychology(Demszky et al., 2023) 

1 

Online Submission(Morrison, 2022) 1 

BEA workshop (Xiao et al., 2023)  1 

TESOL Quarterly(Pack & Maloney, 2023) 1 

AJOB(Rahimzadeh et al., 2023) 1 

Other(Agostini & Picasso, 2022; Baierl, 2023, Jeon & Lee, 2023, Bernabei et al., 

2023...) 

6 

 

 From Table 1 above, we see that Web of Science contributes the most articles related to Large language 

Models, Education with 19 articles accounting for 35% of analyzed articles. Ranked 2nd is the arXiv preprint with 

12 articles accounting for 22% of analyzed articles. The remaining journals and conferences are nearly equivalent. 

This result provides useful information for researchers on LLMs in the fields of education, teaching, AI, ChatGPT... 

Publication rate on the Web of Science 35% in 2024 demonstrates rapid development and publication bringing 

artificial intelligence, large language models into the education field. Publication rate on the Arxiv platform, a pre-

printed electronic database publications, without going through the peer review process, accounting for 22% can 

be explained by three main reasons. Firstly, these publications are all very new and have not been accepted for 

publication by reputable journals. Second, the authors want to receive comments from the community before 

officially publishing. Finally, the Declaration of sovereignty over the research field of the authors and author 

groups. 

 

 From Fig. 3, we can see that the research article on arXiv preprint by author Mark Chen and his colleagues 

is the most interesting and cited by scientists with a number of citations of 1064 in the googleScholar database 

(Kasneci et al., 2023). This shows the position and importance of their work in this field. Other articles researching 

LLMs in the field of education also receive a large number of citations such as by author Guettala, Pelaez-Sanchez, 

Velarde-Camaqui, and Glasserman-Morales, Liu; ... The remaining authors' articles have a citation count of 0 or 

1, showing that not many people are interested in the author's articles. 

 
Fig. 3. Top articles with the most number of citations in the database related. 
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What keywords appear most frequently in the journal and conference database? 

 

Fig. 4 shows a map visualizing research trends using Vosviewer software on the use of Large Language Models in 

the education sector from 2019 to 2024. The mapping results show important clusters focus on research topics on the 

impact of using LLMs on higher education, education.... 

 
Fig. 4. Research areas related with keyword (LLMs, Education) 

 

Fig. 5 shows the yearly distribution of content related to the Large Language Models research field. The purple color 

represents research conducted in 2022 in the fields of education, AI, and higher education . Yellow represents research 

conducted in the years from 2019 to 2024 in fields such as AI, Education technology, chemical engineering 

education... 

 
Fig. 5. Distribution by year of research fields related to Large Language Models 

 

Fig. 6 and Fig. 7 show the most frequently occurring keywords such as Large Language Models with a total of 118 

times; Education with 80 times ; ChatGPT with 49 times;..… 
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Fig. 6. Keywords were extracted from the 

abstracts of articles 

 
Fig. 7. The keyword cloud was extracted from the 

abstracts of articles 

 

What are the most important research topics in the use of LLMs in the field of education? 

 

 Fig. 8 presents a synthesis of keywords used in the studies to help readers better understand the relationships 

between them. Based on the analysis table, clusters focus on content related to Large Language Models in the fields 

of education and higher education, as follows: Cluster 1 with 10 items, Cluster 2 with 9 items, and Cluster 3 with 8 

items, among others. The keyword 'Large Language Models' has the highest frequency, appearing 118 times, followed 

by 'Education,' which ranks second with 80 occurrences... 

 

 
Fig. 8. Keyword occurrence analysis 

 

 These topics can be important future research directions to optimize the power of Large Language Models in 

the field of education. 

 

What are the gaps and areas for future research? 

 

 Large language models in the field of education have been researched at a moderate level from 2019 to 2024 

but by 2023 have gradually developed strongly and 2024 have 19 articles, but there are still some limitations and 

challenges that need to be overcome. Table 2 shows the frequency of limitations and challenges of Large language 

models in the education sector as identified in various publications. 
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Table 2. Frequency of limitations indicated in publications 

 

Limitations/challenges Reference publications 

Safety issues (Tamkin et al., 2021) 

Honest review (Morrison, 2022) 

Difficult quality assessment, program 

evaluation 

(Morrison, 2022; Savelka et al., 2023) 

Misleading content (Tamkin et al., 2021) 

Structure generation (Witteveen & Andrews, 2019) 

Refine domain knowledge data only on source 

models 

(Nguyen et al., 2023) 

Limitations of data. (Nguyen et al., 2023) 

 

CONCLUSION AND RECOMMENDATION 

 

In this article, research on Large Language Models in the fields of education and higher education with the purpose 

of analyzing and evaluating articles and documents related to the use of LLMs from 2019 to 2024. Research results 

show that the period from 2019 to 2022 has a low number of research on LLMs at 11% , skyrockets in 2023 with 

54% and in 2024 with 35% in the fields of education, higher education, ChatGPT, …The top publications are “arXiv 

preprint”, followed by “ International Conference on Artificial Intelligence in Education ” in researching LLMs in 

the field of education and the article “ChatGPT for good? On opportunities and challenges of large language models 

for education” is the most influential 1064 times cited LLMs study in the field of education.  

The use of Large Language Models (LLMs) in education and higher education has significantly reshaped approaches 

to teaching, learning, and academic management. LLMs show great potential to improve educational outcomes by 

offering personalized learning, automated feedback, virtual tutoring, and support for administrative tasks. By 

providing adaptive resources, they help address individual learning needs and offer scalable support to both students 

and educators. 

 

 However, some challenges persist. Issues like potential biases, ethical concerns, and effects on students’ 

critical thinking highlight the need for responsible, carefully monitored application. Over-reliance on AI tools raises 

the importance of a balanced approach, where LLMs enhance education but do not replace essential human interaction 

and oversight. Studies on frameworks for validating content generated by LLMs may help increase accuracy and 

trustworthiness. 

 

 This review provides a foundation for identifying gaps in current research and offers a direction for future 

studies to advance LLM applications in the educational field. 
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